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Al takes every hurdle Google's Al beats world's top-
— AlphaGo ranking Go player

. Impossible!
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Al takes every hurdle — Creativity I ETHICS
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Al takes every hurdle — Turing Test
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ChatGPT passes
Turing test

MLYEARNING.ORG
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Al takes every hurdle — Turing Test
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Al takes every hurdle — Emotions
Al has better ‘bedside manner’ than
some doctors, study finds

ChatGPT rated higher in quality and empathy of written advice,
raising possibility of medical assistance role

Impossible!

e,.
Guardian

|
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© A panel of healthcare professionals preferred ChatGPT's responses to medical questions over

those of a doctor 79% of the time. Photograph: Ariel Skelley/Getty Images

ChatGPT appears to have a better ‘bedside manner’ than some doctors - at
least when their written advice is rated for quality and empathy, a study has
shown.
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Stop it?
Is it ethical to work in Al Iin the

first place?
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Facial recognition is one element of China’s expanding tracking efforts Photo-lllustration by TIME: Source Photo: Gilles Sabrié—The New York Times/Redux

How China Is Using “Social Credit Scores” to

Reward and Punish Its Citizens
By Charlie Campbell / Chengdu
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The role of academiain Al?

nature

Explore content ¥ About the journal ¥  Publish with us v Subscribe

nature > nature index > article

NATURE INDEX | 18 September 2024

Rage against machine learning
driven by profit

Industry research funding is vastly eclipsing academia’s spend, but healthy
development demands broad input.

“Academiaistheonlyplace
whereresearchersstill have
theability toworkwithoutan
obvious roadmap to profit.”
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Which algorithm performs better ( or )?

Reference Prediction | Prediction 2

|

Reinke/Tizabi, ..., Maier-Hein. Understanding metric-related pitfalls in image analysis validation. Nature Methods 2024
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Most widely used metric in challenges: Dice Similarity
Coefficient  con
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| Maier-Hein et al. Why rankings of biomedical image analysis competitions should be interpreted with care Nature Commun. 2018
Reinke, ..., Maier-Hein. Common Limitations of Image Processing Metrics: A Picture Story. ArXiv 2021
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Flawed Al validation: A worldwide problem

Expert reference | Algorithm output

Algorithm with
expert performance
according to
common validation
metric

Most tumor pixels
are detected...

... but the small
(new) metastases
are missed!

Instance progress
not detected in
~1/3 of the cases!

| Reinke/Tizabi, ..., Maier-Hein. Understanding metric-related pitfalls in image analysis validation. Nature Methods 2024
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METRICS RELOADED Metrics Reloaded

initiated by Helmholtz Imaging, MONAI and the MICCAI Society
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Beyond accuracy:
How to consider ethical issues

(e.g. fairness) in medical
Imaging Al validation?




22

RESEARCH

RES

ECONOMICS

1 ARTICLE

Dissecting racial bias in an algorithm used to manage

the health of populations

Tiad Obermeyer'>", Brian Powers”, Christine Vogeli®, Senchil Mullainathan®

Health systems rely on commercial prediction algarithms to identify and help patients with comgiex

health needs. We show that 2 widely used

algorithen, typical of this industry-wide appraach and

abfecting millions of patients, exhibits significant racial biss: A8 a given risk score, Black patients
are considerably sicker than White patients. 2 evidenced by signs of uncontrolled illnesses.
Remedying this disparity would increase the percentage of Black patients receiving additionsl

help from 17.7 to 465%. The bixs arises because the algorithm predicts health care costs raher than
illness, bub umequal access fo care means that we spend less maney caring for Black patients than
for White petients. Thus, despite health care cost appearing to be an effective praxy for health
by seme measures of predictive accuracy, large racial biases arise. We suggest that the choice of
convenient, seemingly effective prasies for ground bruth can be an important sousce of slgorithmic

bias in many contexts.

here: is growing concemn that
uu)mpmduc!ﬂnalmdgunderchn—

researcher-created algorithms (10-13). With-

that rely on past data to build a predictor of
fisture: health care needs.

Duar dataset describes ane such typical algo-
rithr. It cntains both the algorithn's predic

its inner workings: that is, the underlying in-
gredients used to farm the algorithm (data,
ohjective fanction, etc) and links to a rich
set of outcome data Because we have the
inputs, outputs, and evential outcomes, ous
st allow us @ rare opportunity to quantify
Factal disparities in abgoriths and Bolate the

Rather, it is emblematic of a generalized ap-
proach to risk prediction in the bealth sec-
tor, widely adopted by a range of for- and
non-profit medicl centers and grernmental
agences (21}

D aralysis has imphicitions beyad what
e Tearm aboust this pastieular algorithen. Fiest,
nmpeus:pmuummwmq this algorithm

s amaloges. in many other sectors: The pre-
dicted risk of some future outeme (in our
cuse, health care needs) is widely used to tar-

out an algorithe's

parities via the peopl

throueh the data used bo train them u—a\

Empirical work is increasingly lending
suppart to these concems. For example, job
search ads for highly paid positions are less
likely to be b #), search

tiom, we can only
guess as to the actual mechanisms for the
important algorithmic disparities that arise.

In this study, we exploit a rich datset that
provicles: insight into 3 lve, scaled algorithm
deplayed natinawide today. It is ane of the

for distinetively Black-sounding names are
mare likely 1o trigger ads for amest reconds
(), and image searches for professions such
a5 CEQ produce fewer images of women (6).
Facial recognition systenss increasingly used
in law enforcement perform worse on recog-
nizing faves of women and Black individuals
(7, 8), and natural boguage processing algo-
rithms encode lagisee in gendered ways (9).

‘Empirical investigations of algnrithmic bias,
Mmmmw.wm

largest and most typical examples of a class
of commercial risk-prediction tools that, by
industry estimates, are applied to roughly
200 million penple in the United States each
year. Large health systems and payers rely an
this algorithm to target patients for “high-risk
care management” programs. These

seek to improve the care of patients with
complex bealth needs by providing additional
resuurces, inclading greater attention from
trained providers, bo help ersure that care is

propriciary. m-hn;nlclnﬁmllﬁmmdrp:w
dent researchers to dissect them. lnstead, re-
searchers must work “from the outside.” often
with great ingenuity, and resor o clever work-
arounds such as audit studies. Such efforts an
document disparities, but understanding how
and why they arise—much less figuring out
what to do about them—is difficult without
puln aceess to the algorithms themselves.

W:my relies on theory or exercises with

ISchockof Pk Husk®, Universty of Calformi, Eerhaley,
Barkolay. CA. USA “Topartmont of Emargency Uodicies,

weell Most health systems use

at the treatment effet & monolosic in that
risk, andl the metisods wsed to buikd the aleo-
rithm are standard. Mechanisms of bias un-
sonverss] in this study likely operate elsewhere.
Second, even beyond our particular finding,
e hope that this exrcise ilustrates the im-
partanc:, and the lnge oppartunity, of study-
ingg algorithmic bias in bealth care, not just
a5 2 mode] system but also i its own right. By
any standard—e ., number of lives affected,
Tife-and-death consequences of the decision—
health is ane of the mest important and wide-
already used at seale today, unbeknownst
to many.

Data and analytic strategy
Warking with 3 large scadensic hospital, we

these programs as the af pop-
ulation health management effarts, amd they

while
(17 m the programs are themseives
expensive—with costs going toward teams of
dheddicated nurses, exira primary care appoint-
ment siots, and ofher scare nsources—heslth
systems rely extersively on algorithms to iden-
tify patients who will beneft the most (18, 9)

Identifying patients who will derive the
greatest benefit from these programs is 2
challenging causal inference problem that

in risk-based contracts from 2013 to 2015, Our
interest was i studying diffrences

who identified as Black was considered to be
Black for the purpase of this analysis. Of the
remaining patients, those who self-identified
s races other than White (e.e. Hispanic) were

iclered (data o

[T ———
tary materials). We considered all remaining
White. Thi Tlowed

fects. To sobve: this problem, health systems
ke a key assumption: Those with the great-
st care needs will benefit the most from the

15 10 study one particular racial difference of
social and historical interest between patients
whio selfidentified as Black and patients who

l, Scicnce 186, 2

program. Under this o, the targeting 5 White without race
mm;mmmw or ethnicity; it has the dissdvantage of not
Tem (209, then g for the study of i sl racial

1af7
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Surgery: A high stakes domain
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| Nepogodiev et al. Global burden of postoperative death, Lancet 2019
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“If I had asked people
what they wanted,
they would have said
faster horses.”

— Henry Ford



Recap: From camera obscura to RGB Cameras
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Limitations of human perception

Perfusion?

Source: thegastrocare.in
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Beyond human perception: Spectral imaging
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Beyond human perception: Spectral imaging
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Priorities:
IS it ethical to work on high tech

when the global needs are much
more basic (e.g. sterilization)?
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REVIEW ARTICLE IR R0
Artificial intelligence for strengthening healthcare systems in
low- and middle-income countries: a systematic scoping review

Tadeusz Ciecierski-Holmes ('"*%, Ritvij Singh (2%, Miriam Axt(®', Stephan Brenner(®' and Sandra Barteit ('

In low- and middle-income countries (LMICs), Al has been promoted as a potential means of strengthening healthcare systems by a
growing number of publications. We aimed to evaluate the scope and nature of Al technologies in the specific context of LMICs. In
this systematic scoping review, we used a broad variety of Al and healthcare search terms. Qur literature search included records
published between 1st January 2009 and 30th September 2021 from the Scopus, EMBASE, MEDLINE, Global Health and APA
Psycinfo databases, and grey literature from a Google Scholar search. We included studies that reported a quantitative and/or
qualitative evaluation of a real-world application of Al in an LMIC health context. A total of 10 references evaluating the application
of Al in an LMIC were included. Applications varied widely, including: clinical decision support systems, treatment planning and
triage assistants and health chatbots. Only half of the papers reported which algorithms and datasets were used in order to train
the Al. A number of challenges of using Al tools were reported, including issues with reliability, mixed impacts on workflows, poor
user friendliness and lack of adeptness with local contexts. Many barriers exists that prevent the successful development and
adoption of well-performing, context-specific Al tools, such as limited data availability, trust and evidence of cost-effectiveness in
LMICs. Additional evaluations of the use of Al in healthcare in LMICs are needed in order to identify their effectiveness and reliability
in real-world settings and to generate understanding for best practices for future implementations.

npj Digital Medicine (2022)5:162; https://doi.org/10.1038/541746-022-00700-y
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Back to the science: A new window into the body

4 Monitoring of hemodynamics for )
stroke treatment

Automatic tissue d|fferent|at|on
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Priorities:
Should we select use cases top-

down rather than bottom-up to
Incorporate global needs
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A global Al use case
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Unpublished: A new biomarker for sepsis
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Radiology SaMD Dashboard | Radiology SaMD Grid | All Specialties Dashboard

TOTAL FDA CLEARED PRODUCTS: 521 Company Date Cleared

Source: Published by FDA on 7/29/2022 (A v| 1ys/1995(] D7/28/2022
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Only few products are actually used (frequently) so far

Characterizing the Clinical Adoption of Medical AI

Devices through U.S. Insurance Claims

Kevin Wu @®, M.S.," Eric Wu @®, M.S.,> Brandon Theodorou @, Weixin Liang ®, M.S.,* Christina Mack ®, Ph.D.,’
Lucas Glass ®, PhADA,SJimeng Sun @, Ph.D.,*® and James Zou ®, Ph.D.>**
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Total Claims Condition or Medical Al Procedure CPT Code(s) Example Product Name Effective Date
67,306 Coronary artery disease 0501T-0504T HeartFlow Analysisa June 1, 2018
15,097 Diabetic retinopathy 92229 LumineticsCore™® January 1, 2021
4,459 Coronary atherosclerosis 0623T-0626T Cleerlr"c January 1, 2021
2,428 Liver MR 0648T-0649T Perspectum LiverMultiScan™ January 1, 2021
591 Multiorgan MRI 0697T-0698T Perspectum CoverScan™ January 1, 2022
552 Breast ultrasound 0689T-0690T Koios DS™ January 1, 2022
435 ECG cardiac dysfunction 0764T-0765T Anumana”’ January 1, 2023
331 Cardiac acoustic waveform recording 07167 CADScor™ July 1, 2022
237 Quantitative MR cholangiopancreatography 0723T-0724T Perspectum MRCP+™* July 1, 2022

67 Epidural infusion 0777T CompuFlo™ January 1, 2023
4 Quantitative CT tissue characterization 0721T-0722T Optellum Virtual Nodule Clinic™® July 1, 2022

1 Autonomous insulin dosage 0740T-0741T d-Nav™ January 1, 2023
1 CT vertebral fracture assessment 0691T HealthvCF™° January 1, 2022
1 Noninvasive arterial plaque analysis 0710T-0713T ElucidVivo™ January 1, 2022
1] Facial phenotype analysis 0731T Face2Gene™” July 1, 2022

0 X-ray bone density 07497 OsteoApp™ January 1, 2023




Responsibility:

Who takes responsibility
In case of failure?
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The Al identified this lesion as a melanoma with the following characteristics:

strong evidence of

* grey patterns

+ thick reticular or branched lines

some evidence of:

+ black dots or globules in the periphery of the lesion

Grey Patterns (strong evidence)

/

Thick Reticular or Branched Lines (strong evidence)

Quelle: Chanda et al. 2023
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The Al identified this lesion as a melanoma with the following characteristics:

strong evidence of

* grey patterns

+ thick reticular or branched lines

some evidence of:

+ black dots or globules in the periphery of the lesion

Grey Patterns (strong evidence)

/

Thick Reticular or Branched Lines (strong evidence)

Quelle: Chanda et al. 2023
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Point detection through multi-instance deep heatmap regression for
sutures in endoscopy
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Many (more) open questions Climate:

AGI benefits versus carbon
footprint implications

Values:
Implicit encoding of subjective

preferences

Much more:
« Job replacements
« Copyright issues
* Responsibility




Take Home Messages:

1. Al is continuing to take every
hurdle; AGIl is the future

2. Numerous ethical guestions remain

3. There IS no one-size-fits-all in Al
ethics
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Al + ethics everywhere

The Washington Post

Democracy Dies in Darkmess

Reddit slams ‘unethical experiment’ that
deployed secret Al bots in forum

The platform’s chief legal officer called out the University of Zurich team that deployed bots on r/changemyview to study
how Al can influence opinions.
April 30, 2025
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